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Abstract

New product reliability prediction has been center of research studies for many years. Reliability prediction focuses on developing a proper reliability model based on available data. Early life reliability prediction is challenging due to the lack of available data thus it is important to use a proper method for reducing this uncertainty. Bayesian method has been used widely in different area of studies to model uncertainty exist in a probabilistic way. This paper proposes a novel model to facilitate reliability prediction of non-repairable evolutionary product early after production using Bayesian method. The proposed Bayesian model joins prior information on past product failure and sparse few field data on new product’s performance. This approach helps us to overcome one of the important obstacle in the new product early reliability prediction which is lack of data. This study shows that Bayesian model outcomes are more accurate and logical compared to classical methods and indications are favorable regarding the model’s practicality in industry applications.
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1. Introduction

Today’s fast development and improvement in industries is vital. Increasing competition among industries and growing customers demand in terms of functionality and reliability of products makes it important for companies to shorten the development phase of their production (Molenaar et al. 2002). Manufactures also have a greater responsibility for their product’s behavior over a longer period, as warranty legislation for the customer. Hence having a quick and reliable prediction method for estimating length of warranty period and cost of that is very important from manager prospective.

There are different methods for reliability predictions based on product’s life cycle (Coit 2000). In the design phase even the best computer systems can’t estimate the reliability of the product but some systematic methods have been
implemented to predict reliability (Fajdiga and Jurejevcic 1996). To have an accurate and credible reliability prediction, it is important to have data available early in the product life (Usher et al. 1990). Prediction can be made only based on field data that available early after production but due to the information absence at this stage, it is more likely for statistical uncertainty to happen. In other words when sufficient data is not available, using common statistical methods for predicting reliability, may provide inaccurate results (Siu and Kelly 1998). In that case Bayesian estimation method is more appropriate to obtain acceptable results (Ion et al. 2006).

The main objective of this paper is to construct a methodology to estimate reliability of evolutionary product early after introduction to market. For this reason a novel model is introduced to merge limited failure information available for new product with historical data of previous generation of that product to have more realistic prediction of failure. Bayesian statistic is used to join prior information with sparse few field data on current product’s performance. Different from other studies, our model provides more accurate estimation that cover existing uncertainty.

The outline of the present paper is the following. In Section 2, a background for different available method of reliability prediction is given. Proposed Bayesian model with different prior distribution is introduced in section 3. Section 4 demonstrates the applicability of a proposed model through synthetic and case study example. Finally the contribution will be finished in section 5 by conclusion and suggestion for future studies.

2. Background

Reliability prediction has become an important area of research for many decades. Many studies have been done to develop quantitative approaches for reliability estimation (Blanks 1998; Johannesson et al. 2013). When a new product has a long life time or it quickly moves from design phase to production line, accelerated life test is used to predict reliability (Nelson 1980). Another way for reliability prediction is physics of failure models such as block diagram or fault tree analysis (Denson 1998). With today’s computers’ development using computational methods in the field of reliability prediction increase. Monte Carlo simulation (Ormon et al. 2002), Neural Networks (Lolas and Olatunbosun 2008; Tong and Liang 2005), Support vector machine (SVM) (Lins et al. 2012) and hierarchical methods like Genetic Algorithms (Liang 2008) develop for this purpose. None of these methods consider uncertainty exist in the development phase of product’s life cycle. Also information exist from previous product generation does not take in to account.

Bayesian models have been used widely in different area of research studies (Singh et al. 2001). The motivation for almost any statistical analyses is that some target population is not well understood or some aspects of it are unknown or unsure. So the idea of Bayesian methods is to say that any uncertainty can be modeled in a probabilistic way. Yadav et al. (2003) suggest a general framework for reliability prediction in the development phase of product based on Bayesian methods. Pan (2009) presents a new model for reliability prediction, combined accelerated life test information and new product field data using the Bayesian approach. Houben et al. (2009) model reliability prediction of product change through Bayesian inference. Wang et al. (2013) develop a Bayesian model for condition monitoring of units with heterogeneous degradation rates and imperfect inspections. Ye et al. (2013) propose a Bayesian evaluation method to integrate the Accelerated degradation testing (ADT) data from laboratory with the field failure data. The Recent study by Alzbutas and Iešmantas (2014) present an application of Bayesian methods for age-dependent reliability analysis. Although these approaches try to solve uncertainty problem exist in early life reliability prediction by using Bayesian methods but none of them consider past generation reliability information for model building. Stochastic modelling for degradation of highly reliable products has been proposed (Ye and Xie 2015).

Bayesian method has been developed for product reliability prediction using Weibull distribution (Canavos et al. 1973). Ion et al. (2006) suggests a Bayesian model for product that time to failure has Weibull distribution while scale and shape parameters has normal distribution. Even though this method overcome some of the problems exist in previous model but it is not ideal. The reason is in Weibull distribution scale and shape parameters both are greater than zero while normal distribution covers all real numbers both negative and positive. In this paper we develop new Bayesian model to predict reliability of evolutionary product when time to failure has Weibull distribution and scale parameter of it follow different prior distribution. To best of our knowledge this study is first attempt to build a Bayesian model for reliability prediction in early life of evolutionary product using both historical information and available failure data of new product.
3. Methodology

Reliability is generally defined as the probability that a system performs its intended function under operating conditions for a specified period of time (Dupow and Blount 1997). If \( F(t) \) define as cumulative distribution and \( f(t) \) define as density distribution of failure rate of one product below equation can be driven (Zacks 1992)

\[
R(t) = P(T > t) = 1 - F(t)
\] (1)

In the field of reliability, prediction plays an important role. Reliability prediction means to use statistical models and empirical data to estimate product reliability before real data of new product is available (Denson 1998). In this paper it is assumed that product has Weibull distribution time to failure which is one of the most flexible distributions for any kind of data. The following cumulative distribution function shows as;

\[
F(t | \alpha, \beta) = 1 - e^{\frac{-t\beta}{\alpha}}
\] (2)

\( \alpha \) is the scale parameter and \( \beta \) is the shape parameter of Weibull distribution. The density function and mean time to failure (MTTF) of this distribution are

\[
f(t | \alpha, \beta) = \frac{\beta}{\alpha} t^{\beta-1} e^{\frac{-t\beta}{\alpha}}
\] (3)

In the Weibull distribution \( \beta \) represents the failure rate. If \( \beta < 1 \), the product has a decreasing failure rate. If \( \beta > 1 \), the product has an increasing failure rate or it can be said that the product is depreciated and generally this type of failure happen for mechanical products. Finally, if \( \beta = 1 \), the distribution is the exponential and the product failure rate is constant and does not depend on time.

Bayesian method uses the prior information along with the field failure data to predict reliability of the products. The key parts of a Bayesian model are the likelihood function, which reflects information about the parameters contained in the data, and the prior distribution, which quantifies what known about the parameters before observing data. The prior distribution and likelihood can be easily combined to form the posterior distribution, which represents total knowledge about the parameters after data have been observed.

3.1 Proposed Bayesian model

In this study, it is assumed that shape parameter of Weibull distribution is known. Prior distribution for scale parameter will be estimated through the maximum likelihood method (Ion and Sander 2005). Four different prior distributions for scale parameter such as Gamma, Exponential, Inverted Gamma and truncated Normal are studied. The results are summarized in Table 1. As an example for Gamma prior distribution with the probability density function given as

\[
g(\alpha) = \frac{1}{\gamma^k \Gamma(k)} \alpha^{k-1} e^{-\alpha/\gamma}
\] (4)

It is easy to verify that for \( n \) as number of failure data, with assumption of having Weibull distribution, likelihood function can be expressed as

\[
l(\alpha | x, \beta) = \left( \frac{\beta}{\alpha} \right)^n \prod_{i=1}^{n} x_i^{\beta-1} \exp \left[ -\frac{1}{\alpha} \sum_{i=1}^{n} x_i^{\beta} \right]
\] (5)

Posterior distribution based on the Bayesian approach can be obtain as

\[
h(\alpha | x) = \frac{g(\alpha) \times l(x | \alpha, \beta)}{\int_{0}^{\infty} g(\alpha) \times l(x | \alpha, \beta) d\alpha}
\] (6)
Assuming that $\beta$ is known, posterior distribution for prior gamma distribution can be derived as below

$$h(\alpha \mid x) = \frac{1}{\alpha^{n-\kappa+1}} e^{-\left(\frac{1}{\alpha^{\kappa}} \sum_{i=1}^{n} x_i^{\beta + \frac{\alpha}{\gamma}}\right)}$$

Which $n$ represents total number of new products’ failure data, and $x_i$ shows time to failure for $i$’s product. With respect to a quadratic loss function, the Bayesian estimator of $\alpha$ is determined by the following posterior expectation

$$E[\alpha \mid x] = \frac{\int_{0}^{\infty} \int_{0}^{\infty} 1}{\alpha^{n-\kappa+1}} e^{-\left(\frac{1}{\alpha^{\kappa}} \sum_{i=1}^{n} x_i^{\beta + \frac{\alpha}{\gamma}}\right)} d\alpha$$

If equation (9) is solved, a unique function for $\alpha$ can be derived

$$\hat{\alpha} = \sqrt{\gamma} \left[\frac{\sum_{i=1}^{n} x_i^{\beta}}{\sum_{i=1}^{n} x_i^{\beta}} \right] Besselk \left[ -1 - \kappa + n, \frac{2 \sqrt{n} \sum_{i=1}^{n} x_i^{\beta}}{\sqrt{\gamma}} \right]$$

and here $Besselk$ is Bessel function of the second kind. For all distribution mentioned earlier estimation for parameter $\alpha$ shows in Table 1. Finally reliability of the new product can be estimated with following equation

$$R(t) = e^{-\frac{t^\beta}{\hat{\alpha}}}$$

### 3.2 Parameter estimation for prior distribution of $\alpha$

This section discusses parameter estimation for prior distribution of $\alpha$ that described earlier. As mentioned, $\alpha$ parameter is estimated by the average of $\alpha$ for all past production. Based on the prior distributions and the expert opinion, $\alpha$ parameters is estimated. If the mean value of $\alpha$, shown as $\overline{\alpha}$, and expected value of prior $\alpha$, shown as $E(\alpha)$, then the following equation is satisfied

$$E(\alpha) = \overline{\alpha}$$

Estimation of $\lambda$, the only parameter of exponential distribution is very simple. So exponential distribution parameter is calculated using the relationship $\lambda = \overline{\alpha}$.

For distributions with more than one parameter, the estimate should be made with the help of experts. Here, the method proposed by Yadav et al. (2003) are used. The procedure is to find one of the parameter based on another one and obtain $\overline{\alpha}$. Then ask experts to give their opinion about minimum and maximum of other parameters and consider this as lower and upper for the limit equation. Here $\beta$ is considered as known parameter so we may try to find the scale parameter of Weibull distribution. So the equation is:

$$P(\alpha_{LL} \leq \alpha \leq \alpha_{UL}) = p_0$$

that can be transfer to:
Table 1. Estimation of α parameter with different prior function

<table>
<thead>
<tr>
<th>prior distribution</th>
<th>prior distribution function</th>
<th>α parameter estimation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gamma</td>
<td>( g(\alpha) = \frac{1}{\Gamma(\nu)} e^{-\frac{x}{\alpha}} )</td>
<td>( \hat{\alpha} = \frac{\sqrt{\gamma} \sum_{i=1}^{n} \beta_{i} \text{Bessel}<em>{\nu} - 2 \frac{\sqrt{\gamma} \sum</em>{i=1}^{n} \beta_{i}}{\sqrt{\nu}}}{\kappa + n} )</td>
</tr>
<tr>
<td>Exponential</td>
<td>( g(\alpha) = \frac{\alpha}{\lambda} )</td>
<td>( \hat{\alpha} = \frac{\sqrt{\gamma} \sum_{i=1}^{n} \beta_{i} \text{Bessel}<em>{\nu} - 2 \frac{\sqrt{\gamma} \sum</em>{i=1}^{n} \beta_{i}}{\sqrt{\lambda}}}{\kappa + n} )</td>
</tr>
<tr>
<td>Inverted Gamma</td>
<td>( g(\alpha) = \frac{1}{\Gamma(\nu)} \left( \frac{\alpha}{\nu} \right)^{\nu} e^{-\frac{\alpha}{\nu}} )</td>
<td>( \hat{\alpha} = \frac{\sqrt{\gamma} \sum_{i=1}^{n} \beta_{i} \text{Bessel}_{\nu} - \frac{1}{\nu} \left( \frac{\alpha - \mu}{\sigma} \right)^{2}}{\kappa + n} )</td>
</tr>
<tr>
<td>Truncated Normal</td>
<td>( g(\alpha) = \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{1}{2} \left( \frac{\alpha - \mu}{\sigma} \right)^{2}} )</td>
<td>( \hat{\alpha} = \frac{\sqrt{\gamma} \sum_{i=1}^{n} \beta_{i} \text{Bessel}_{\nu} - \frac{1}{\nu} \left( \frac{\alpha - \mu}{\sigma} \right)^{2}}{\kappa + n} )</td>
</tr>
</tbody>
</table>

\[\int_{0}^{p_{0}} g(\alpha) d\alpha = p_{0}\]  \hspace{1cm} (13)

In this equation \( p_{0} \) is an analyst confidence in the accuracy of \( \alpha \) parameter and generally equal to 0.90, 0.95 or 0.99. So, according to these equations, one parameter is calculated from the direct relationship of parameters and another one derived using equation (13). For better understanding, method presented here, is applied to inverted gamma prior distribution. Similarly, gamma and normal distribution parameters can be interrupted or otherwise distributed with the help of this method. In inverted gamma we have

\[\frac{\hat{\alpha}}{\nu - 1} = \bar{\alpha}\]  \hspace{1cm} (14)

Based on experts opinion

\[P(2500 \leq \alpha \leq \infty) = 0.99\]  \hspace{1cm} (15)

Then by solving below integral we could have inverted gamma distribution parameters.

\[\int_{2500}^{\infty} \frac{1}{\bar{\alpha}(\nu - 1)\Gamma(\nu)} \left( \frac{\bar{\alpha}(\nu - 1)}{\alpha} \right)^{\nu + 1} e^{-\frac{\bar{\alpha}(\nu - 1)}{\alpha}} d\alpha = 0.99\]  \hspace{1cm} (16)
3.2 Behavior of prior distributions on scale parameter

In this section the behavior of the scale parameter and reliability function for different prior distributions is discussed. For three prior distributions, exponential, gamma and inverse gamma, solving the integrals give us an exact equation for $\alpha$. Figure 1 shows how reliability change for different values of $\alpha$. Here $\beta = 2$, $n$ define as number of new product available and $t$ as unit of time when we want to measure reliability, are considered to be 10 and 100 and $R$ is calculated accordingly for each four cases. Results are shown in Figure 1.a and 1.b.

We can estimate reliability of new introduced product base on only historical information available from past generation of product. The blue curve in figure 1 represents this scenario and by increasing $\alpha$, reliability will also increase. The following three curves are for the case that $\alpha$ is estimated using Bayes estimator based on the past product’s information and several months new product’s failure data. In another words, the combination of past and current information is intended.

![Figure 1.a](image1.png)  
Figure 1.a. reliability change over different prior distribution for scale parameter when $n=10$ (left $t=10$ and right $t=100$).

![Figure 1.b](image2.png)  
Figure 1.b. reliability change over different prior distribution for scale parameter when $n=100$ (left $t=10$ and right $t=100$).

According to Figure 1, it can be seen that when a fewer data is available, in the case $n=10$, the difference between prior distribution is more significant compared to $n=100$, especially when $\alpha$ is increasing. Also for lower $\alpha$, which depends on the magnitude of $t$, prior distribution graph stands between old and new data graph. It means that in that case the Bayesian model comes with more reliable results. Thus, it can be concluded that the lack of failure information, leading to an inaccurate estimation of new product’s reliability because it only relies on limited available new data. Using Bayesian method, scale parameter of Weibull distribution is estimated based on past product failure data. The reason we consider Bayesian results more reasonable is that it uses both past and few current available data to estimate. Furthermore reliability estimation only base on new data regardless of past generation information could not be accurate.
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4. Application of the proposed Bayesian estimation model

For the proposed model, two examples are discussed in this section. As stated above, the proposed Bayesian methodology is applied to a novel Weibull distribution for reliability estimation. The Bayesian estimation can be applied to any manufacture in order to come with more accurate reliability prediction for a new product.

4.1 Numeric Example

An example for the results obtained in the previous sections can be studied as follows. First it should be mentioned that in reliability studies we always have two cases for failure time, censored or uncensored. Censoring occurs when the value of a measurement or observation is only partially known. Assume that failure data for a product that recently introduced to market is available. For the uncensored data, failure information of 10 products is available and for censored case we have that information for 15 products which 5 out of 15 have time censored and it means that as an example at t=180 unit of time the data collection stopped and we observed that for only 5 out of 15 product failure happen. Again assumed that data has Weibull distribution with $\beta=2$ and scale parameter is unknown. According to maximum likelihood method, $\alpha$ estimation for uncensored and censored data is as follow,

$$\hat{\alpha}_{MLE} = \frac{\sum_{i=1}^{n} x_i^\beta}{n} \quad (18)$$

$$\hat{\alpha}_{MLE} = \frac{\sum_{i=1}^{n'} x_i^\beta + (n - r)x_r^\beta}{r} \quad (19)$$

Due to the limited number of available data, this estimation cannot have a high degree of accuracy. What has been suggested in this study is using previous product failure information with Bayes method in order to achieve more accurate estimation for the scale parameter of Weibull distribution that lead to more accurate new product reliability prediction. For this example, failure data for 10 past generations of the product is available. Scale parameter can be estimated based on this information. In other words there are 10 different prior distributions and in this case it means 10 different $\alpha$ parameters. The most important part is the parameter estimation of prior distribution that discussed in section 3.2. After estimating the parameters of the prior distributions, Bayes method is used to estimate $\alpha$ of failure distribution. Table 2 shows $\alpha$ estimation based on the new product failure rate data and Table 1.

<table>
<thead>
<tr>
<th>Method of data gathering</th>
<th>Previous product failure data</th>
<th>Exponential</th>
<th>Gamma</th>
<th>Inverted Gamma</th>
<th>Truncated Normal</th>
<th>new product failure data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Complete data</td>
<td>0.28</td>
<td>0.40</td>
<td>0.39</td>
<td>0.41</td>
<td>0.36</td>
<td>0.45</td>
</tr>
<tr>
<td>Censored data</td>
<td>0.28</td>
<td>0.67</td>
<td>0.55</td>
<td>0.65</td>
<td>0.52</td>
<td>0.71</td>
</tr>
</tbody>
</table>

According to Figure 2 there is a significant difference between each method of $\alpha$ estimation. It suggests that reliability prediction for new product based on few sparse available data might not be a good choice, as also indicated that only the past information couldn’t contain improvement made to decrease failure rate of a new product. In between we can conclude that proposed Bayesian model could result in more logical reliability prediction.
4.2 Case Study

This real case study from automotive industry shows a battery failure data for a specific vehicle’s model. The data is obtained for life times of three previous generations of this battery. Life time shows that the Weibull distribution is a proper choice for the time to the first failure of these batteries. The results of fitting distribution to the life times are as follows:

\[
\begin{align*}
    f_1(t) & = \frac{2.7}{4.8 \times 10^6} t^{2.7 - 1} e^{-\frac{t^{2.7}}{4.8 \times 10^6}} & \text{Battery series 1} \\
    f_2(t) & = \frac{2.85}{1.6 \times 10^7} t^{2.85 - 1} e^{-\frac{t^{2.85}}{1.6 \times 10^7}} & \text{Battery series 2} \\
    f_3(t) & = \frac{2.8}{3.6 \times 10^7} t^{2.8 - 1} e^{-\frac{t^{2.8}}{3.6 \times 10^7}} & \text{Battery series 3}
\end{align*}
\]

MTTF for battery series 1 to 3 is 266.78 day, 302.96 and 445.25 accordingly and it means that company did a good job improving its products. Now this company produces a new battery and tries to increase the MTTF for this evolutionary product. 20 batteries of the new product are used and failure data for 5 of them is available, but the rest are censored. According to the past information \( \beta = 2.8 \). We assumed that \( \alpha \) is a random variable and due to expert opinion it has gamma distribution with \( \kappa = 1/846 \) and \( \gamma = 10354973 \) according to pervious data. Likelihood estimation of \( \alpha \) based on only new data is \( 9/2 \times 10^7 \). It also can be calculated based on only previous data available from past product and for this case study it is equal to \( 1/9 \times 10^7 \). If Bayesian model develop, \( 5/7 \times 10^7 \) is obtain for \( \alpha \). The result for different methods is shown in Table 3 and Figure 3.

The importance of the proposed model is for managers who wish to have an accurate warranty prediction for their evolutionary products. For this example if manager wishes to assign a warranty period for its product, using past information results in underestimation and using only few available data cause overestimation for reliability of the new product. In this case Bayesian approach gives more logical and accurate estimation. So manager can assign 10 months with probability of 0.85. In another words, the manager can be more confident that for the new product, 85% of batteries do not fail during the first 10 month of their production.
<table>
<thead>
<tr>
<th></th>
<th>Past Information</th>
<th>Bayesian Approach</th>
<th>New Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha ) estimation</td>
<td>( \frac{1}{9} \times 10^7 )</td>
<td>( \frac{5}{7} \times 10^7 )</td>
<td>( \frac{9}{2} \times 10^7 )</td>
</tr>
<tr>
<td>MTTF</td>
<td>353 days</td>
<td>580 days</td>
<td>625 days</td>
</tr>
<tr>
<td>Warranty period</td>
<td>209 days</td>
<td>307 days</td>
<td>366 days</td>
</tr>
</tbody>
</table>

(based on 85%)

209 days
7 months

307 days
10 months

366 days
12 months

Figure 3. Reliability prediction for new battery over time. Thick Curve refers to reliability prediction based on only past information, thin curve refers to using only the new set of data and finally dashed curve, in middle, shows the Bayesian approach introduced in this paper.

5. Conclusions

For the evolutionary product accurate reliability estimation early after production is crucial. Lack of data is the main problem that arises when trying to predict a product’s reliability in its early life cycle. When enough data is not available, conventional methods of prediction, as described in sections 1 and 2, are less useful and provide inaccurate results. The Bayesian approach on the other hand, models probability distribution based on a limited set of data and updates the information every time a new data becomes available. In this paper, a simple Bayesian estimation procedure has been proposed for reliability prediction of a new product. A combination of past information with new failure data through the Bayesian approach proved to be a successful answer to all the limitation and problems of current reliability prediction methods. The proposed estimation procedure only requires statistical data from the previous generation of the new introduced product. Indeed, available knowledge is directly and efficiently incorporated by Bayes methods into the estimation process. The procedure, which may be easily performed by analytical methods, has been illustrated in the paper by means of a numerical application. In this study we focused on non-repairable products. This means that we look at a product first failure. Future repair is not considered since a second product failure of the same item is unlikely to happen within the warranty period. So it can be suggested for future research to investigate the models for repairable and more complex products. It is suggested to extend the procedure to the case of Weibull model with shape parameter as a random variable. It is also interesting to use fuzzy logic for the Bayesian model to solve the uncertainty in parameters of prior distribution.
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